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Defining Failure Regimes
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Failure Regime Statistics
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Failure Regime Detection

● Most failures occur in degraded regime (Regime change?) .

● Some types of failures occur only in normal regimes.

● Pn
i
 = Probability of a type of failure to occur in normal regime.
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Monitoring and Reacting

Beacon Notification System (publish/subscribe)

ARGO
Monitoring
Reacting

ARGO
Monitoring
Reacting

Local monitoring and filtering

Forwards/Receives 
important event

FTI
Dynamic

Adaptation

FTI
Dynamic

Adaptation

Checkpoint interval adapting
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Event Traversal Latency

● Injecting a 1000 events burst.

● Most events analyzed in < 1ms.

● Event analysis << MTBF
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Events Forwarded
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Checkpoint Overhead
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Dynamic Checkpointing
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Checkpoint Model
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Checkpoint Model
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Checkpoint Model

Total failure free execution time Fraction of time spent in regime i 

Checkpoint interval in regime i Checkpoint cost

Average fraction of lost work 
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Waste Reduction

mx = MTBF
normal

 / MTBF
degraded
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Waste for Different Ckpt.

Wasted time vs Checkpoint cost for systems with different mx (MTBF = 8 hours).
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Waste for Different MTBF

Wasted time vs MTBF for systems with different mx (Checkpoint cost = 5 minutes).
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Conclusions

●Most systems show some level of 
temporal failure correlation.

●Introspective Analysis can be done 
on-the-fly for a low cost.

●Significant gains can be achieved 
trough dynamic adaptation.
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Thank you!

Questions?
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