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Motivation – Demands for High Availability and 
Performance

Availability vs. 
Performance
Availability vs. 
Performance

Fault Tolerance 
Techniques
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Motivation – A Strong correlation between 
workloads and failure rate

Recent study [1] on 
failures in peta-scale file 
systems concludes that a 
higher system workload 
has a strong correlation 
to a higher failure rate.

Recent study [1] on 
failures in peta-scale file 
systems concludes that a 
higher system workload 
has a strong correlation 
to a higher failure rate.
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Motivation – The importance of online controlling

With the increasing size 
and complexity of large 
scale file systems, 
manually tuning a system 
to achieve optimal online 
system availability and 
performance is impractical, 
difficult, and most likely 
error-prone [2].

With the increasing size 
and complexity of large 
scale file systems, 
manually tuning a system 
to achieve optimal online 
system availability and 
performance is impractical, 
difficult, and most likely 
error-prone [2].
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Contributions
Propose two mathematical models based on a 
replication strategy in a distributed file system to 
explore the correlation among availability, 
performance, and workloads.

Propose an online controller that will help system 
achieve a runtime optimal performance and availability 
via dynamically tuning the system replication policy.
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Replication Strategy

The replication strategy
in this work is a form of the 
primary/backup approach.

The replication strategy
in this work is a form of the 
primary/backup approach.
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The Analytical Model

r < ropt

r > ropt
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Two Questions

How much performance will be sacrificed as a 
result of increasing the number of replicas?

What’s the runtime system availability given a 
replica number r and workloads?



Tennessee Technological University

12

Assumptions

The probability of a node to be unavailable is 
treated as an independent variable;

System workloads only consist of update 
operations in this model;

The system is fail-stop;

The resource of the system, in terms of number of 
nodes, is constant.



Tennessee Technological University

13

Performance Model

In this model, we concentrate on the effect of the
number of replicas on the system performance with 
update intensive system workloads, and conclude 
that the system will suffer great performance 
degradation with more replicas in some cases given 
the resource constraint.
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Performance Model -- Definitions

Cr(i): denotes the cost of repair overhead;

Cs(i): denotes the cost of synchronization overhead;

C(i): denotes the cost of an update operation i

on the head node;

Ctotal(i): denotes the total cost of an update operation

i in the system;
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A single update operation
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Analysis of balanced workloads
Eight update operations are 
issued simultaneously;

Only eight nodes are in the 
system;

There are two replicas 
associated with each 
operation;

No failure occurs during all 
updates in this case.
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Relative execution time increase percentage
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n : the number of nodes in 
the system;

r: the number of replicas;

w: the number of update 
operations
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Summary

System performance incurs significant 

degradation with more replicas in a period of 

high updating activities; 
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Availability Model

A widely used failure growth model, Goel-Okumoto
model [3] assumes that the failure arrival process is 
a non-homogeneous Poisson process: the failures 
experienced by time t follows a Poisson distribution
[4].

In our model, the failures experienced by workloads 
follows a Poisson distribution.
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Availability and workloads
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Summary

System availability can have an expected 

improvement with more replicas when the 

failure rate is low.

When failures are more frequent, however, 

replication may not be able to help the system 

to achieve the desired availability without 

sacrificing too much performance.
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Controller Design
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The algorithm of controller
Get current workload, 

And the number of 
failures in the workload

Yes

No

According the availability 
model calculate the number 

of replicas

According the performance 
model, calculate the predicted 

performance loss

Is the performance 
loss tolerated?

Yes

No Go to the latest check point 
and restart

Return the optimal r
Return without any 

change
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Conclusions
Propose two mathematical models based on a replication 
strategy in a distributed file system to explore the correlation
among availability, performance, and workloads.

Propose an online controller that will help system achieve an 
runtime optimal performance and availability via 
dynamically tuning the system replication policy.
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Future work
Validate the proposed models via simulation and 

failure traces;

Implement such a controller in a parallel file system.
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Thank You !
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