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Motivation

» Resilience in extreme-scale systems is a optimization problem
between the key system design and deployment cost factors:

— Performance, resilience, and power consumption

* The challenge is to build a reliable system within a given cost
budget that achieves the expected performance.

 This requires fully understanding the resilience problem and
offering efficient resilience mitigation technologies.

— What is the fault model of such systems?
— What is the impact of faults on applications?

— How can mitigation in hard-/software help and at what cost?
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Objectives

 This project identifies, categorizes and models the fault, error and
failure properties of US Department of Energy (DOE) systems.

* |t develops a fault taxonomy, catalog and models that capture the
observed and inferred conditions in current systems and
extrapolates this knowledge to exascale systems.

 This project will provide a clear picture of the fault characteristics in
the DOE computing environments.

* It will improve resilience through reliable fault detection at an early
stage and actionable information for efficient mitigation.

Principal Investigators:

» Christian Engelmann, Oak Ridge National Laboratory (ORNL) - Lead

» Franck Cappello, Argonne National Laboratory (ANL)

* Martin Schulz, Lawrence Livermore National Laboratory (LLNL) % OAK RIDGE
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Approach

Create an HPC fault taxonomy

Employ in-breadth offline data
gathering and analysis techniques

Create an initial HPC fault catalog
and models of DOE systems

Employ realistic in-depth fault
vulnerability and error propagation
studies with applications

Employ in-breadth online data
gathering and analysis techniques

Update the HPC fault catalog and
models of DOE systems

Refine instrumentation points for
improved fault detection

Offline Analysis
of Instrumentation

and Error
Data

Propagation

D Application
Fault Sensitivity

A Fault Catalog v

and Models

Online Fault
Detection
and Categorization

Refining
Instrumentation
Points

<

Iterative approach of developing the
catalog & models
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HPC Fault Taxonomy QAK

National Laboratory

« Clarified common terms, metrics and methods, such as:

— {benign,dormant,active}
{permanent,transient,intermittent}
{hard,soft} fault

— {undetected,detected}
{unmasked,masked}
{hard,soft} error

— {undetected,detected}
{permanent,transient,intermittent}
{complete,partial,Byzantine} failure

— {true,false} {positive,negative} error/failure detection

— Error propagation vs. failure cascade

— Reliability vs. availability Principal Investigator: Christian Engelmann — ORNL
¥ OAK RIDGE
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Catalog: Oak Ridge Leadership Computing OAK
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* Analyzed 1.2 billion node hours of logs -e- Jaguar XT4 —<+ Jaguar XT5 - Jaguar XK6

from 5 different OLCF supercomputers s o FOS —=Titan

- i ] ) 5 40 At x

« Combined information from different 235 «— ! H

logs and created a consistent log T - ‘\"m'

I = o2\

format for analysis S 2 P f».x" .‘
- Used standard and created new r I it

methods to model the temporal and 0

spatial behavior of faults
2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 |2015

* Analyzed the evolution of temporal and

spatial fault behavior over the years System MTBE of (e, 58 atE s over time

* Analyzed the correlation of different
fault types

« Compared the mean-time between o _ o
Principal Investigators: Saurabh Gupta, Devesh Tiwari,
faults of the 5 SyStemS and Christian Engelmann — ORNL
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Fraction of each failure type on the studies systems

C. Engelmann. A Catalog of Faults, Errors, and Failures in Extreme-Scale Systems. SLSSW, Knoxville, TN, USA, May 24-26, 2017.



Catalog: Oak Ridge Leadership Computing

Facility

Percentage of total failures
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(c) Eos

Failure inter-arrival time for 3 studied systems (MTBF as red vertical line)
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(b) Jaguar XK6
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(c) Titan

Spatial distribution of failures among cabinets for 3 studied systems
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QQ-plots showing goodness of fit for the failure inter-arrival times for 4 studied
systems with different failure probability density functions (Weibull fits best)
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Catalog: Oak Ridge Leadership Computing  $RX
Facility - Lessons learned T

 MTBF can change significantly over time, with often a non-monotonic trend,
which makes it averaged over lifetime an unattractive choice as metric.

* A set of dominant failure types is common across systems. Only very few
types contribute most of the failures for each system.

« The degree of temporal locality, which is very high in all studied systems,
captures temporal characteristics better than auto-correlation.

« Several failure types are likely to reoccur within a short amount of time (e.g.,
one hour) on all systems.

« Spatial locality exists in all systems at all granularities.

 Titan is the only system where spatial locality may be an artifact of the
power/cooling infrastructure, i.e., hotter parts of the system experience
more failures.

* The studied systems best fit the Weibull distribution.

g,OAK RIDGE

- National Laboratory

C. Engelmann. A Catalog of Faults, Errors, and Failures in Extreme-Scale Systems. SLSSW, Knoxville, TN, USA, May 24-26, 2017.



Catalog: Argonne Leadership Computing

Facility (ALCF)

* Analyzed 1 year of of system logs from
ALCF’s Mira supercomputer

+ |dentified the frequency of fatal events
based on different components and
categories

* |dentified the probability distribution of
events

« Created daily and monthly statistics on
fatal events and spatial correlations

 Performed across-field correlation of
events

» Performed spatial correlation of events
based on location in the torus network

» Performed temporal correlation of events

based on event similarity

C. Engelmann. A Catalog of Faults, Errors, and Failures in Extreme-Scale Systems. SLSSW, Knoxville, TN, USA, May 24-26, 2017.
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filtering interval)

Principal Investigators: Sheng Di, Rinku Gupta, and
Franck Cappello — ANL
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Catalog: Livermore Computing % Kaurence Livermore

Analyzed 1+ year of of memory
error logs from LLNL's Linux
cluster computing environments

Spatially correlated
nodes

» Focused on correctable single
bit errors as a symptom

* Found spatial correlation of
memory_ errc_Jrs _|n the forr_n of Spatial correlation of memory
areas with significantly higher errors in a set of racks
error rates

« Ongoing work focuses on
correlation of room temperature

data with spatial memory error

|Oca|ity Principal Investigators.: Ignacio Lagu.na ar]d Martin Schulz
— LLNL; Ayush Patwari — Purdue University
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Offline Log Analytics with RAS Data Analysis gAK
Through Visually Enhanced Navigation (RAVEN) SIDCE

A tool for studying faults in

supercomputers using an {R‘tetrmg;efwrisugand display ] i!:ﬂ‘ * i1 E ; ;E
interactive visual interface L o L
Hilds==«1111
FEE VI
 Performs context-preserving Tl L
transformation of events in o L A e
system logs pre S
« Uses a database designed for n— “Eion
. . 0 . Type
scalable/flexible insertion/retrieval Erstowy o e _
for events and query results Database [BU_"datemPOfa'/spat'a' query J
using RAVEN frontend

« Offers a spatial/temporal query
engine that permits user-driven
investigations

RAVEN framework architecture

* Interfaces with Titan at the Oak
Ridge Leadership Computing

FaCiIity’ i_nCIuding its Lustre Principal Investigators: Byung-Hoon (Hoony) Park and
pa rallel file System Christian Engelmann — ORNL
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Offline Log Analytics with RAS Data Analysis gAK
Through Visually Enhanced Navigation (RAVEN) L
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(b) Application displacement on compute nodes

Machine Check Exception = Machine Check Exception = Machine Check Exception = Machine Check Exception
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(d) Histograms of nodes, blades, cabinets, and
applications

(f) Causality analysis: Occurrences of two event types (left) and their mutual influences measured as transfer entropy

Baseline functionalities (a) and (b), and the extended features (c)-(f) of RAVEN
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LogAider: Offline Mining of Correlations in o

Argonne
Supercomputer System Logs s
z z 1 :
€ on R
= 07 907 F
* A tool that for mining fault, 5 08 5 08
error and failure correlations 20 S R —
in supercomputer system logs ~ £07 —suwaeee 207 T abel T
. c 0 0 O‘.1 0‘.2 0‘.3 04 O‘.lS O‘.G 0.7 6.8 O‘.9 1 c 0 0 2‘.00 460 660 . 800 1000
* Explores correlation across (@) Our solution (SBA ) Other refaed work
fields Accuracy of temporal correlation analysis
* Permits spatial correlation
analysis OEOCO0EOEEOCEO0
-.00onoBgoooonoooo
. Enable_s temporal correlation w1
anaIySIS (a) Group-Count Fixed Sol. (10 Clustering Sets)
wel-lsisisisl Isi=1-Isls] ==l
+ Helps in identifying -SEgEcEREEHEEEEE!
propagation chains «EH BTN EEEEEEEEEENEN
«J B R R AR R EER R R ER BN
(b) Group-Count Optimized Sol. with Minimized WCSD
Spatial K-means clustering based
Principal Investigators: Sheng Di, Rinku Gupta, E. on torus network
Pershey, Mark Snir, and Franck Cappello — ANL
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La VALSE: Visual Analysis of Logs in Supercomputers s

A tool for interactive exploration
of logs with automatic analysis

* For system admins and users

« Multidimensional view: Filtering
11M events with attributes

« Machine view: Visualizing and
querying 100K components with
levels-of-details rendering

« Timeline view: Visualizing trends
and individual events with novel
visual designs

« Automatic analysis:
Spatiotemporal correlation with
dynamic time warping and
longest common subsequence

AAAAAAAA
AAAAAAAAAA

severity component ROE |
FATAL TEST I ' I I . I
m:g" BGPM .r i [
MUDM - - I l
10 100 10k CIOS I
rnlaintenance LINUX '
0 CTRLNET l l I l
10 100 10k FIRMWARE . . n
controlAction BAREMETAL . I
oN MMCS F
PUTE. | e J
JARY. IN_ | BGMASTER [ = . i[5 .
MPUTE IN_EF
oA T | oacs
CNK
BLE_IN_ERRO 7 - I.
10 100 10k 1.0 100 10k
category locationType
upPC Qo " A
Software Error | o7y 10« aaddemenn et e
Coolant_ Monitor 100
Process QIU 1.0 T T T
— QU 2015 Fbrg_ry_ March  Apil May dune oy Ag ust o p mber  Oct be  Nove mbe Deoemb
Qptical_Module — Roa-w1 (e S R 5 L
ROS-M1 o] =] = _r
Kﬁl.gmigga " RMNO ROE-M1 —fomdore - cobaltJoblD: 455971
10 Board mng ] i euedTime:  2015-04-29T16:42:23.000Z
Service_Card LY RID-M{ JAR s e 2015-05-19T03:09:38.000Z
Message Unit 1 RMS rzzi == o T LI e 2251?
&:bl%o oc pwr 1.RM R2C-M1 e i p
ACTO_DCPWR | RY ”‘%ls 05- 1‘?\“0%:02 sdiplfy  12PM
nfiniBand project
PCI RBP
DR R
c 1 1 P N
10 100 10k 1.0 00 10k 02
v

000¢ 000¢ 0( O( O Ol...l

000¢
000¢
o i S
000¢ 0ot nnc I olg
0006 0006 000 0 0 [00=( 00

0006 000! ,
0006 0006 0001 o nnn nn n‘! 0( 0

. queu 93383357531103
mac| hl ePartition: MIR—OOOOO -33FF1-8192
xitCode:

La VALSE’s graphical user interface

0008Q0: .R

Principal Investigators: Hanqi Guo, Sheng Di, Rinku
Gupta, and Franck Cappello — ANL

#,OAK RIDGE

National Laboratory

C. Engelmann. A Catalog of Faults, Errors, and Failures in Extreme-Scale Systems. SLSSW, Knoxville, TN, USA, May 24-26, 2017.



La VALSE: Visual Analysis of Logs in Supercomputers
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REFINE: Compiler-level Fault Injection e Ao
with High Accuracy and Flexibility

- Allows error propagation studies, T e Rton) P———
. . . . . ault Injection ceuracy of injection(%
while maintaining a high accuracy - o
when injecting faults | s
- REFINE is a fault injector that Source Godo ||| Momeen | Backond o | MachineCode | | I
instruments applications at the — = fs £ %
| £ & ¢

compiler backend code

- Because instrumentation occurs at Instrumentation method and
the backend, it is closer to machine accuracy of REFINE
code and as a result can consider
a larger set of instructions when
injecting faults
* |t provides more accurate and
more efficient fault injection than
State'Of'the'art IR or app”Cation- Principal Investigators: Ignacio Laguna and Martin Schulz
|eve| fau|t injection tOOlS — LLNL; Giorgis Georgakoudis — Queen’s University
%QAK RIDGE
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An Online Analytics Framework for the “Big Data” OAK

Approach to Studying Supercomputer Reliability M
« Use Apache Spark and Cassandra to T s

analyze logs and health data in a R |

combined offline/online fashion I D R R - emnsnneb
* Interface with Advanced Message R | !

Queueing Protocol server for real- ] 1] i 590,7'(7

time data from operational systems o | I 7 e

a
.
.
‘
~ - .

Cassandra Cluster

 Ultilize local Cloud infrastructure for
flexible and on demand computing
and storage

Online analytics framework architecture

« Offer real-time & post-mortem
analytics services:

— Notification about an ongoing
system health crisis

— Notification about root causes of Principal Investigators: Byung-Hoon (Hoony) Park,
app|ication aborts Saurabh Hukerikar, Ryan Adamson, and Christian
Engelmann — ORNL
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Current Status & Ongoing Work

- We have identified, categorized and modeled the fault, error and
failure properties of DOE supercomputers.

We have created a fault taxonomy, catalog and models of the
conditions in current systems.

We have developed a number of tools and frameworks.

We are still in the process of publishing our results.

Ongoing work focused on:

— Error propagation studies with applications
— Online analysis framework and models

— Refinement of instrumentation points
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Questions?

 Web site: https://ornlwiki.atlassian.net/wiki/display/CFEFIES

* Contact:

— Christian Engelmann, engelmannc@ornl.gov
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