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Outline

• HPC logging at OLCF (Oak Ridge Leadership Computing 
Facility)

• LogSCAN - Log processing by Spark and Cassandra-based 
Analytics

• SIE - System Information Entropy 

• Application
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Titan at OLCF

Facts about Titan at OLCF:
§ A Cray machine with 27 petaflops (peak performance)
§ 18,688 AMD Opteron 16-core CPUs
§ 18,688 NVidia Tesla K20X GPUs
§ 693.5 TiB total memory
§ 400 cabinets (of 25 by 8 physical floor layout)
§ 3 chasses per cabinet; 8 slots per chassis; 4 nodes per slot; 
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System Logs of Titan

Titan logs are recorded in many 
categories:
- Application
- Console
- Consumer
- Netwatch
- Etc.
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Parsing Logs

Table 1: The non-zero event types and their 
occurrences in Titan’s logs between 
January 2015 to March 2018.

Figure 1: The total event counts accumulated in calendar year 2015, 2016 
and 2017. The resolution in time is by hour, which means the count 
number plotted at any given time is the total counts recorded on all Titan 
nodes within the past hour.
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Challenge in Event Analysis

Figure 2: Event counts for different event types (in different colors) during [Jan. 01, 2018 to Jan. 20, 2018].
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Log processing by Spark and Cassandra-based Analytics 
(LogSCAN)
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LogSCAN – Data Transformation

Table 2: The event table contains 146.5 million 
events logged on all Titan nodes during the period 
of January 2015 to March 2018. 

Figure 3: The nodal layouts for every event type and the combined total for one-
hour window prior to ”2015-02-09 01:49:54”. Each layout has dimensions of [300, 
64] in pixel and each pixel represents a unique Titan node with its coordinates [X, Y].
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event table. For an illustrative purpose, only 4 
rows are shown out of a total of 400.
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System Information Entropy (SIE)
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Application – overall SIE 

Figure 4: The top panel represents the SIE for the “Source Type” layout, while the middle panel represents the SIE for 
the “Nodal Map” layout. The bottom panel shows the total event counts. All three plots share the same time resolution 
of one minute for an hour-window and use distinctive color codes, i.e., green for “Source Type”, blue-green for “Nodal 
Map” and purple for total counts.
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SIE – Source vs. Type

Figure 5: A close-up for SIEs of the layout “Source Type”. The color codes for event types are: 
Lustre LustreError HWERR
Lnet Machine Check Exception

13:10
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SIE – Nodal Map 

Figure 6: A close-up for SIE of 
“Nodal Map” layout.  The color 
codes used are:

Machine Check Exception
Seg Fault
HWERR
NVRM Xid
Graphics Engine Error
Lustre
LNet
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Conclusion

• A general-purpose metric – SIE

• A concise time series – cost efficient in both computation and visualization

• An indicator of system status – comprehensive and sensitive

• A valuable input for further analysis
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Question?


